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Abstract

The failure of empirical interpretations of the neoclassical theory to provide consistent evidence on business investment behaviour suggests that another approach be considered. Utilizing a model in which the objective of the firm is to maximize its long run survival, the present study examines the explanatory power of various measures of liquidity and profitability. Analyzing time series data for each of twenty-five large corporations, the study finds that the liquidity variables indicated by the survival model explain at least as much of the variation in the data as the leading profitability-based approaches.

I. Introduction

Early studies of business investment described the relationship between investment and its explanatory variables as a technological phenomenon. However, for many years research on investment has been associated with the neoclassical assumption that the objective of the firm is to maximize its value and, in particular, with the view that it is almost a tautology "to say that investment is governed by profit expectations" (Tinbergen, 1939, p. 34). Leading models of investment are thus distinguished, not by their ideological differences, but by the way in which they attempt to measure expected profitability. Tinbergen argued that for most firms the distant future was of little concern, so that realized profit would ordinarily serve as an adequate substitute for expected profit.

Although the value maximization assumption is implicitly or explicitly assumed in most empirical research, various other characterizations of firm behaviour have been suggested as a
basis for a theory of investment. Of particular interest are models that recognize what has variously been described as a "security motive" (Cunningham, 1958; Gordon, 1960) or the ability to "adapt to changing circumstances" (Meyer and Kuh, 1957). The subjective desire for flexibility or security was linked by its advocates to an objectively measurable variable believed to be capable of satisfying this desire, such as the composition of the firm’s balance sheet. However, the link was never firmly established on theoretical grounds, and a review of the investment literature since the late 1960’s suggests that security-based models have been all but forgotten.

The role of security as manifested in liquidity variables was recently revisited by Chamberlain (1996), who, building on earlier work outlined in Chamberlain and Gordon (1989), described the investment decision that maximizes the probability of long run survival (PLRS) for a portfolio investor. Under the assumptions of the model this investment decision reduces to the allocation of wealth between risky and risk-free assets.

The PLRS is maximized by placing in the risky portfolio a fraction of wealth that varies directly with the excess of the expected rate of return on the risky portfolio over the risk-free rate of interest, inversely with the variance of the risky portfolio’s return and inversely with the investor’s wealth. A necessary condition for a high PLRS is a consumption-portfolio policy that provides a high expected rate of growth in wealth. In fact, the PLRS is close to the probability that the rate of growth in wealth is positive.

For a corporation the liquidity stock variable that influences its PLRS is the debt-equity ratio rather than the fraction of net worth placed in risky assets. This difference, however, is only a matter of convention; the important difference between an investor and a corporation is in the nature of the risky assets held. A portfolio investor holds financial assets, which are readily traded
in secondary markets and which offer rates of return that are independent of the quantity held. In contrast, a firm holds tangible productive assets, which have neither of these properties. Consequently, while an investor is able to move at will at the start of each period to any desired allocation of wealth, a corporation is only able to move toward its desired debt-equity ratio over the period. Thus, a corporation maximizes its PLRS by making the growth rate of its capital in each period equal to the expected rate of growth of its net worth plus some fraction of the difference between its actual and its desired debt-equity ratio.

The present study examines empirically the question of whether liquidity variables are important in explaining investment. In particular, the role of liquidity is studied through the estimation of the long run survival model using data for each of twenty-five large nonfinancial U.S. corporations. The performance of the model is then compared with results obtained for various interpretations of the value maximization theory frequently used in applied research. In the next section the long run survival model and the profitability-based models with which it is compared are described. Section III outlines the methods to be adopted in implementing the various models, including the criteria to be applied in evaluating the estimation results. Section IV describes the rules employed in the measurement of the variables, together with the nature of the data and the sources and methods used in their compilation. The estimation results are presented and discussed in Section V. The study concludes with a brief summary in Section VI.
II. Model Description

A. The Long Run Survival Model

The long run survival model of investment described in Chamberlain (1996) considers the behaviour of both individuals and firms. The important difference between the positions of the two groups relates to the nature of the risky assets in which each invests. The portfolio investor holds securities which are traded in secondary markets at modest cost and at prices which are independent of the quantity bought or sold. Similarly, the rate of return on a portfolio of risky securities is usually unrelated to the amount invested. In contrast, the firm’s return on its stock of real capital is not independent of the quantity held. Moreover, capital stock adjustments are constrained by the indivisible nature of real assets, their often unique characteristics and the absence or thinness of markets in which they may be traded. Hence, whereas the portfolio investor can rearrange his/her holdings to obtain the optimal allocation between risky and risk-free securities quickly and at little cost, a firm is obliged to adjust its capital stock over a period of time.

In particular, barring a significant issue or retirement of shares, both of which are unlikely, the firm will eliminate any difference between its actual and desired debt-equity ratios by retaining earnings at a rate that differs from the rate of its investment in real assets. This behaviour may be represented as follows:

\[ \kappa_t = \alpha_0 + \alpha_1(\bar{r}_t - c_t) + \alpha_2(\bar{z}_t - \bar{z}_{t-1}) + \alpha_3(a_t - a_t'), \]  

(1)

where, for period \( t \), \( \kappa_t \) is the rate of investment in real assets and \( \bar{r}_t - c_t \) is the expected rate of
growth in the firm’s equity. $\bar{r}_t = \bar{x}_t + \alpha_t(\bar{x}_t - i_t)$, in turn, is the expected rate of return on equity and $c_t$ is the dividend rate during $t$. $\bar{x}_t = x_t - i_t$ is the excess of the expected return on real assets over the risk-free rate of interest, while $\alpha_t - \alpha_t^*$ is the difference between the actual and desired ratios of debt to equity at the beginning of the period. The values of the parameters are $\alpha_0 > 0$, $0 < \alpha_1 < 1$, $\alpha_2 > 0$ and, assuming that the firm is a net debtor, $-1 < \alpha_3 < 0$.\(^4\)

When real assets and equity grow at the same rate, $\kappa_t = r_t - c_t$, and the debt-equity ratio remains unchanged. With $\alpha_0 > 0$ and $0 < \alpha_1 < 1$, an increasing fraction of the firm’s liquidity flow is devoted to building up its liquidity stock as $\bar{r}_t - c_t$ rises above $\alpha_0/(1-\alpha_1)$. Conversely, as $\bar{r}_t - c_t$ falls below $\alpha_0/(1-\alpha_1)$, the liquidity stock is reduced in order to mitigate the decline in investment.\(^5\)

With regard to the second term, the firm’s movement toward its desired debt-equity ratio may be either advanced or moderated from period to period, depending upon the availability of acceptable investment opportunities. While it is difficult to measure explicitly the level of investment that would be acceptable, it seems reasonable to expect that this level will vary directly with the expected real asset return, $\bar{x}_t$, or excess return, $\bar{z}_t$, providing that the variance of the distribution of such returns remains unchanged. As between $\bar{z}_t$ and $\bar{x}_t$, the former appears to be the superior index. This is because the firm, in so far as it assesses its opportunities from the standpoint of their profitability, will do so with reference to the cost of saving associated with a complementary adjustment in its debt position. $\bar{z}_t - \bar{z}_{t-1}$, in turn, is substituted for $\bar{z}_t$ in order
to allow for the possibility that the excess return variable experiences secular change.

Turning to $a_t - a_t^*$, the firm will use its investment policy to shift $a_t$ towards $a_t^*$. $a_t^*$ captures the effect on the investment rate of the difference between the actual and desired debt-equity ratios at the beginning of $t$. As noted above, the issuance or retirement of equity to bring the actual debt-equity ratio into line with the desired ratio is possible, but unlikely. However, this constraint need not be binding, and the opportunity to sell or repurchase stock may be treated as an empirical question. In order to accommodate such transactions, shareholders equity at the beginning of $t$—that is, the denominator of $a_t$ in equation (1)—can be adjusted by the quantity of funds obtained from (used for) the sale (repurchase) of shares during the period.

The firm’s dividend policy may also be used to influence the rate of growth in the firm’s equity and, thus, the rate at which the actual debt-equity ratio moves towards the desired ratio. However, the discretionary nature of dividends does not mean that payments are never required. There must exist among shareholders and potential shareholders a belief that a distribution will eventually be made, even if it is in the form of a liquidating dividend. Otherwise, the shareholders equity will lose its value and the authority of the board of directors will be undermined. Thus the dividend paid in each period is that which maximizes the probability of a secure future for those in control of the firm, taking into account the countervailing effects of possible bankruptcy, dissatisfaction among existing stockholders and the threat of a takeover by outsiders.

In establishing the risk position of the firm all assets and liabilities are treated as falling into one of two classes: risky or risk-free. This simple dichotomy may be criticized on the grounds that risk also depends upon the nature and composition of the firm’s assets and liabilities and, as such, is too complex a variable to be measured with a single index.
The implementation of the model will involve incorporating one source of risk, uncertain inflation. Otherwise, however, the model will be utilized in the form stated above for the following reasons: First, from the perspective of the borrowing firm interest and principal payments are certain, whereas the proceeds from the real investments it undertakes are uncertain. In addition, the term structure of a firm’s debt is unlikely to have much effect on the firm’s assessment of its risk exposure because bond indentures ordinarily include covenants to ensure that working capital is preserved. Similarly, refinancing options appear to offer little scope for differentiation. Almost all debt issued by nonfinancial corporations includes call or sinking fund provisions. As for nominal assets, losses thereon, if any, are likely to be small. In any event, such losses will be identified by the firm on a prospective basis and taken into account when it determines its financial position.

Of more serious concern in judging the applicability of the model is the fact that it ignores the variations in risk that occur among different types of real assets. However, the composition of a firm’s real capital is typically given by considerations such as the technology of production and the business knowledge of management. The debt-equity ratio, in contrast, is a reasonable management instrument for controlling the firm’s risk.

B. Value Maximization Models

Value maximization models, particularly those focusing on profitability variables, have been discussed extensively in investment research. Hence, they will not be reviewed in detail here. The particular models to be used as a basis for evaluating the long run survival model are the neoclassical, securities value (Tobin’s q) and accelerator models. These models enjoy broad
acceptance among neoclassical economists and, in various forms, are the most frequently used in contemporary applied research. The particular distributed lag methodology to be employed in examining these models was introduced to the investment literature by Jorgenson and Siebert (1968) and has been commonly used ever since.

The Jorgenson-Siebert framework involves two essential components: First, the determination of the firm's desired capital stock; and second, an adjustment process according to which the firm's investment (or disinvestment) activity moves the actual capital stock over time toward its (changing) desired level. Thus, if \( K_t \) is the actual capital stock at the start of period \( t \) and \( K_t^* \) is the desired capital stock for the period, net investment during \( t \) is

\[
I_t = K_{t+1}^* - K_t + \delta K_t = (1 - \lambda)(K_t^* - K_t),
\]

which can be rewritten as

\[
I_t = \sum_{j=0}^{\infty} \mu_j (K_{t+j}^* - K_{t+j-1}^*) + \delta K_t,
\]

where \( \mu_j = (1 - \lambda)\lambda^j \).

In order to test a particular theory of investment, the desired capital stock terms in equation (3) are replaced with an affine function of a variable representing that theory. The model is then estimated, often for a variety of lag distributions, and its performance evaluated using goodness of fit criteria and/or tests of statistical significance.

Turning, first, to the neoclassical model, the present study follows Jorgenson and Siebert in setting the desired capital stock equal to
\[ K_t^* = \gamma \frac{Q_t}{h_t}, \]

where \( Q_t \) is the value of output and \( h_t \), the cost of capital services, is defined as

\[ h_t = \pi_t [(1 - \tau_t \omega) \delta + \rho_t] / (1 - \tau_t) \]

\( \pi_t \) is the price index for investment goods, \( \tau_t \), the tax rate on corporate income, \( \omega \), the ratio of capital cost allowance to depreciation, \( \delta \), the depreciation rate and \( \rho_t \), the cost of capital.

The next step is to place \( K_t^* = \gamma \frac{Q_t}{h_t} \) in a distributed lag framework of the form represented by equation (3). Here Jorgenson and Siebert obtain an approximation using the ratio of two polynomials, \( A(L)/B(L) \), in the lag operator \( L \); that is,

\[ I_t = \left[ \frac{A(L)}{B(L)} \right] (K_{t-\tau} - K_{t-\tau-1}) \]

They then choose from the set of combinations of the most recent three changes in desired capital and two lagged values of investment the one that minimizes the residual variance of the estimated regression equation for each firm in their sample. Here we shall use a variation of this strategy and include the current and two immediately past values for the change in desired capital as independent variables, with all prior values represented by \( I_t / K_t \). The final form of the model is written as follows:

\[ \kappa_t = \beta + \sum_{\tau=0}^{2} \alpha_{\tau} \gamma (n_{t-\tau} - n_{t-\tau-1}) + \alpha_{2} \kappa_{t-3}, \]

where \( \kappa_t = I_t / K_t, n_t = (Q_t / h_t) / K_t \) and \( \beta \geq 0.8 \). The presence of \( \beta \) allows the response of investment
to changes in desired capital to be larger or smaller than a strict interpretation of the model would suggest.

With regard to the securities value model, the version popularized by Brainard and Tobin (1968)—and often referred to as Tobin’s q—will be utilized in this study. This model is based on the proposition that the firm will add to its stock of real assets whenever the marginal addition to the market value of the firm’s securities exceeds the replacement cost of its real assets. In the absence of information about the marginal effects of increased investment, q is usually measured by the average ratio of the market value of the capital stock to its replacement cost. Hence,

$$I_t = K_{t+1} - K_t = \lambda(q_tK_t - K_t)$$  \hspace{1cm} (8)

and

$$I_t/K_t = \gamma(q_t - 1),$$  \hspace{1cm} (9)

where $0 \leq \gamma \leq 1$. If the response of investment to $q$ extends over several periods, using the model form employed in equation (7) we obtain

$$\kappa_t = \beta + \sum_{t=0}^{2} \alpha_{t} \gamma q_{t-t} + \alpha_{3} \kappa_{t-3}$$  \hspace{1cm} (10)

The form used here differs to the extent that the level of $q$ rather than the change in $q$ is used to represent the desired level of capital.

The third value maximization model with which the survival model will be compared is a version of the accelerator model. Though first presented as a fixed relationship between investment and output or changes in output (Bickerdike (1914), Clark (1917)), the model has evolved into a general distributed lag relationship involving both current and past output-related
variables. In addition, whereas early studies viewed the relationship between investment and output as a technological phenomenon, from the time of Tinbergen (1939) output variables have been treated as indicators of expected profit. The particular form of the accelerator model to be examined here parallels equation (7) and can be written as

$$k_t = \beta + \sum_{\tau=0}^{2} \alpha_\tau gamma(u_{t-\tau} - u_{t-\tau-1}) + \alpha_3 k_{t-3},$$  \hfill (11)

where $u_t$ is the average rate of industry capacity utilization (actual output divided by practical capacity output) during $t$. The capacity utilization rate is used as the independent variable because the installation of new capital may result in an immediate increase in sales or output, thereby producing ambiguous results from a causality standpoint.

The firm’s capacity utilization rate might also be used to address the causality issue. However, the decision to utilize existing assets will only require that variable costs be covered, whereas the profitability of investment involves the consideration of fixed costs as well. Hence, unless the industry is already operating at full capacity, small changes in its utilization rate are not likely to have a material impact on product prices. Even though some firms may experience significant increases in capital usage, they will not necessarily have an incentive to undertake new investment. Conversely, an abundance of profitable opportunities will affect all firms familiar with the industry’s markets and production technology. While an individual firm’s capacity utilization rate may still differ from that of the industry, changes in their respective levels should be strongly and positively correlated.
III. Estimation Methods

As explained earlier, the four models described above will be estimated using time series data for each of twenty-five large U.S. nonfinancial corporations. Wherever possible, parallel tests will be conducted using historical cost and replacement cost data to measure the independent variables, as well as for alternative assumptions about the measurement of expectations.

With regard to the distributed lag models, we have already established that each will adopt the general form

$$\kappa_t = \beta + \sum_{\tau=0}^{2} \alpha_{\tau} \left[ \left( \frac{K^*}{K} \right)_{t-\tau} - \left( \frac{K^*}{K} \right)_{t-\tau-1} \right] + \alpha_3 \kappa_{t-3}$$

(12)

However, there remains the question of what, if any, parametric restrictions should be imposed.

In early econometric studies of investment, models were estimated without placing any structure on the parameters. Subsequent work, in contrast, has often been characterized by the application of strong restrictions in order to obtain plausible shapes for the lag distributions. However, there is little, if any, theory guiding the choice of constraints, so no one knows to what extent the estimation results are a consequence of the restrictions imposed.

What can reasonably be expected is that the response of investment to its determinants will vary with the institutional and competitive environment in which the firm operates. For example, a firm operating under conditions of intense competition may wish to respond quickly to opportunities to increase its sales. If so, in order to obtain the goodwill of customers, reliance on order backlogs as a substitute for additional production capacity will likely be avoided. In view of the many factors that may contribute to differences in firm behaviour, current practice
appears to favour allowing the data to determine directly the coefficient of each lagged variable. This is the approach adopted here.

As for the choice of estimation method, the usual practice is to assume normally distributed errors as a basis for using ordinary least squares. Though some researchers test the normality assumption through visual inspection of the probability plots of the variables to be included in the regressions, statistically this amounts to no test at all. In any event, even if one knows that some other assumption about the distribution of errors is more reasonable, the questions of estimation technique and evaluation criteria remain.

The issue, then, is whether the distribution of errors has an important effect on the properties of the least squares estimators. One distribution of particular interest is the Cauchy distribution because if investment and capital are independent normal variables, their ratio, \( \kappa \), will be Cauchy. Smith (1973) found that “the performance of OLS [in the presence of Cauchy errors] is considerably better than might have been expected a priori” and that “with small samples and distributions with limited spread parameters the losses may be tolerable” (p. 230). Of course, other distributions are possible for \( I \) and \( K \). However, as the Cauchy distribution is one of the more extreme members of the infinite variance family, support for ordinary least squares when errors are so distributed suggests that it can be used in most circumstances.

At the same time, even if the errors are normally distributed, in those models in which lagged values of the dependent variable appear as regressors, ordinary least squares will not have all the usual desirable properties. Because \( \kappa_{-3} \) will not be independent of the error term, a small sample bias can be expected in the estimated coefficients. However, the reduction in bias offered by other estimators is likely to be more than offset by an increase in variance. Hence, ordinary
least squares is believed to be appropriate for estimating the models examined in this study.

Turning to the evaluation of the estimation results, for each model the statistical
significance of the estimated coefficients, the consistency of their signs and, in the case of the long
run survival model, the extent to which their values conform to expectations, will be examined.
With regard to goodness of fit, because we are concerned with distinguishing the contribution of
liquidity variables to explaining investment from that of profitability variables, we take the view
that the securities value and accelerator models are empirically useful interpretations of the
neoclassical model. If the results for the three models tend to support each other, we would have
a reasonably broad basis for accepting or rejecting the underlying theory. However, if we find
significant differences in the ability of these models to explain the data, we cannot necessarily
conclude that the profitability-based theory is wrong. Rather, the difficulty may rest with the
particular way in which the theory is represented by one or more of the models. By choosing the
distributed lag equation that provides the best explanation of the data for comparison with the long
run survival model, we are able to give the profitability theory the most sympathetic interpretation
possible.

In comparing the best performer among equations (7), (10) and (11) with the survival
model, equation (1), we note that the latter comprises three regressors, as opposed to four in each
of the other models. Hence a performance measure based on variance is desired in order to
eliminate the reliance of goodness of fit on the number of explanatory variables in the model. For
this purpose we shall employ the standard error of the regression, which is computed as

\[ SER = \left[ \frac{\sum_{i=1}^{n} e_i^2}{n} / (n-k) \right]^{1/2} \]  

(13)
\[
\Sigma e^2 = \Sigma y^2 - \Sigma \hat{y}^2 \] is the sum of the squared residuals, \( n \) is the number of observations on each variable and \( k \) is the number of explanatory variables plus one. Because the adjusted \( R^2 \) statistic, \( \bar{R}^2 \), is equal to 
\[
1 - \left( \frac{n-k}{n-1} \right) (1-R^2) \] and 
\[
R^2 = \Sigma \hat{y}^2 / \Sigma y^2, \Sigma e^2 = \left( \frac{n-k}{n-1} \right) (1-R^2) \Sigma y^2. \] Thus minimizing SER is equivalent to maximizing \( \bar{R}^2 \). At the same time, in utilizing the same distributed lag form for all of our estimates of equations (7), (10) and (11), we may sometimes allow a longer lag than is actually needed. Hence, we also should examine a statistic that measures the explained variation in the independent variable and, as such, does not take into account the number of degrees of freedom available. For this purpose, \( R_2 \), the coefficient of determination, will be used.

The reliability of the \( R^2 \) and standard error criteria depends on the assumption that the random errors of the underlying models are serially uncorrelated. For equation (1), which does not include a lagged value of the independent variable, the Durbin-Watson statistic may be helpful in detecting the presence of first order serial correlation. When such a variable does appear, as it does in equations (7), (10) and (11), this statistic is biased toward randomness. However, for a given dependent variable the bias affects all lag distributions equally, so that the Durbin-Watson statistic will still provide useful information.

**IV. Data Description and Measurement Rules**

The models examined in this study were estimated using time series data for each of twenty-five large nonfinancial corporations over the period 1955-1994. Parallel tests were conducted using (estimated) replacement cost and historical cost data to measure the independent
variables, as well as for alternative assumptions about the measurement of flow variables that are unknown at the time the firm's investment decision is made. The motivation for considering both historical cost and replacement cost data is Booth's (1981) observation that while replacement cost measures are more likely to approximate the economic concepts of value, income and cost, managers may not fully appreciate the impact of changing price levels on the firm. If this view is correct, variables measured using historical cost data may be more relevant than their replacement cost counterparts in attempting to explain firm investment behaviour. In addition, as explained below, whereas all of the historical cost data is information produced by the firms themselves, much of the replacement cost information comprises estimates generated by the author using aggregate price indices.

Firm data were obtained from the Value Line tapes, successive editions of Moody's Industrial Manual and company annual reports. The Survey of Current Business and its National Income and Product Accounts Supplement provided the data required to compute price indices, while interest rate information was obtained from Moody's Industrial Manual. In order to compile the capacity utilization series, the results of a study by Klein and Summers (1966) for the pre-1966 period were combined with more recent information published in the Survey of Current Business.

Annual data were used to measure the variables. Although quarterly or monthly observations are sometimes employed to estimate models of investment, they were not available in the detail that the measurement rules applied here required. In any event, the use of annual data avoided seasonal variations in the values of certain variables.

The initial criterion employed in selecting individual firms was the availability of (S.E.C. (1976 mandated) replacement cost information for 1976 and subsequent years. Since the S.E.C.
requirement only applied to firms with inventories and fixed assets totalling more than $100 million (at historical cost) and comprising more than ten percent of total assets, the sample may be described as comprising large, publicly traded nonfinancial corporations. In addition, firms were chosen from a diverse group of industries and, as a result, have a wide range of investment rates.

For the years prior to 1976 and, in some cases, after 1981, firm-supplied replacement cost data were not available. In order to obtain estimates of variables on a replacement cost basis, historical cost data were adjusted using an output price index for fixed assets and depreciation. The details of the measurement rules used in his study are presented in Table 1. In keeping with the origins of the bulk of the data—that is, reports to stockholders and to the Securities and Exchange Commission—the variables are defined in customary accounting terms unless otherwise indicated. In addition, as noted above, flow variables are estimated using both current data and one period lagged data. The use of lagged data is related to the fact that the firm's investment expenditure plans will be largely, if not completely, determined at the beginning of the period in which the expenditure is to be made. Current flow variables, in contrast, will not be known with certainty and, as such, may have little effect on the rate of investment.

Finally, the liquidity stock variable in the long run survival model requires, in conjunction with the actual ratio of debt to equity, a measure of the desired ratio. Here we follow Gordon (1964) and use the average debt-equity ratio of the four years preceding the year for which the desired ratio is required.
V. Estimation Results

For each of the twenty-five firms in our sample, a number of estimates of each model were obtained, representing the various (either two or four) possible combinations of historical or replacement cost accounting data and current or one period lagged values of the flow variables. Each of Tables 2 through 5 summarizes the various combinations of results for, in turn, the long run survival, neoclassical, securities value and accelerator models.

A. The Long Run Survival Model

Referring, first, to Table 2, one finds that the long run survival model performs reasonably well. The constant term has the expected positive sign most of the time and, in the two cases utilizing replacement cost data, is generally significant at the five percent level. Likewise, the results for the liquidity flow variable are quite good. Most of the estimated values of $\alpha$, fall within the expected range of zero to one, and approximately one-half are significant at five percent.

The results for the liquidity stock variable, in contrast, are quite disappointing. Barely one-half of the estimated coefficients have the correct sign, and almost none are statistically significant. These results may be due, in part, to the fact that the desired debt-equity ratio is not measured directly and, in particular, to the tendency for the estimates of the desired ratio to follow the actual ratio. Unless the actual and estimated desired debt-equity ratios are perfectly correlated, in which case the liquidity stock will not have any explanatory power, the tendency of the estimated desired ratio to follow the actual ratio probably overstates the extent to which $\alpha$,
and \( a_t^* \) move together. If so, the effect of \( a_t - a_t^* \) on \( \kappa_t \) will not be fully reflected in our results for equation (1).

As for the profitability index in equation (1), the choice of the change in expected excess return, as opposed to, for example, the expected excess return itself, was motivated by a concern that the latter might change over time. However, in those cases in which \( \bar{z}_t - \bar{z}_{t-1} \) is measured using current data, the estimated coefficient hardly ever has the expected positive sign.

In retrospect the poor performance of the current change in excess return might have been anticipated. For most firms it appears that the periods in which the largest declines in excess return took place were among those in which the highest values for \( z_t \) were achieved. Hence, if, in fact, investment varies directly with the excess return on real assets, a large number of incorrect signs for \( \alpha_3 \) is not precluded.

Alternatively, a negative relationship between \( \bar{z}_t - \bar{z}_{t-1} \) and \( \kappa_t \) may be due to a lag in the response of investment to changes in profitability. The results for \( \bar{z}_t - \bar{z}_{t-1} \) when \( \bar{z}_t \) is equal to \( z_{t-1} \), are better than when \( \bar{z}_t \) is measured using \( z_t \). What this suggests is that a decline in excess return during \( t \) is often preceded by a positive change during \( t-1 \), which induces a high rate of investment in the subsequent period.

A further possible interpretation of our results is that when profits are declining, the firm attempts to strengthen its position in its markets through investment in new modes of production. This "market share" explanation of the relationship between \( \kappa_t \) and \( \bar{z}_t - \bar{z}_{t-1} \) is consistent with the results for the accelerator model reported in Table 5. These results indicate that the frequency
of positive signs for the coefficient of the current value of $u_{t-t} - u_{t-t-1}$ is much smaller than it is for any of the coefficients of the lagged values of this variable.

With regard to the choice between historical cost and replacement cost data, one might expect better results from the latter in so far as they embrace the effects of inflation and changes in technology. However, the question of how best to capture the information utilized by the firm in arriving at its investment decision is an empirical one. In the case of equation (1) no clear pattern emerges, though, assuming the model is correct, the replacement cost results appear to be slightly better.

Turning to the measurement of expectations, the results reported in Table 2 do not favour the use of either current or lagged data. The one pattern that does appear is the one noted above; that is, the coefficient for $z_t - z_{t-1}$ is much more likely to have the expected positive sign when $z_t$ is set equal to $z_{t-1}$ than when it is measured with $z_t$.

B. Present Value Maximization Models

The estimation results for the neoclassical, securities value and accelerator models are summarized in Tables 3, 4, and 5. The neoclassical and securities value models, equations (7) and (10) respectively, incorporate accounting data in the measurement of the independent variables. For these models results were obtained using both historical cost and replacement cost data. The independent variable in the accelerator model, equation (11), in contrast, is based on $u_t$, the rate of physical capacity utilization. Hence, for this model, there is only one set of independent variables to consider.
As explained earlier, the main reason for examining equations (7), (10) and (11) is that they are profitability-based investment models widely used by neoclassical economists. For this reason, their collective performance is being used as a benchmark for assessing the performance of the long run survival model.

If, before proceeding to this comparison, one looks only at the distributed lag results, one finds that none of the models works particularly well. The performance of the neoclassical model is, perhaps, the least compelling, with median $R^2$ values that range form 0.128 to 0.208. As for the distributed lag coefficients, depending upon the response of investment to the change in desired capital, not all of the regressors will necessarily affect investment in a material way. Indeed, even one positively signed and significant coefficient could be interpreted as evidence in support of the model in question.

The results summarized in Table 3 indicate that only the coefficients for the current value of $n_{t-1} - n_{t-1}$ are generally positive in sign. However, at the five percent level, very few of these coefficients are statistically significant. At the same time, by focussing on a single variable, we ignore the possibility that the lag in the adjustment of $k_t$ to $n_{t-1} - n_{t-1}$ varies across firms. For this reason, the F test is used to assess the coefficients’ statistical significance.

The F statistic will be significantly different from zero if any of the coefficients in the equation under consideration is significant according to the t test. In addition, even if none of the individual coefficients are significant, but, jointly, they have a marked effect on investment, the F test will allow rejection of the hypothesis that all of the coefficients are equal to zero. However, referring to Table 3, one finds that no combination of measurement rules produces more than four, of a possible twenty-five, significant F statistics.
Finally, the poor results for the neoclassical model may be due, in part, to the complexity of $n_{t-1}$. The rules employed in the measurement of this term were as sympathetic as the data would permit. Nonetheless, the combinations of the underlying data that $n_{k_t}$ required often caused the independent variables to behave in an erratic fashion.

The goodness of fit of the securities value model is, on average, somewhat better than that of the neoclassical model. As for the estimated coefficients, they are as often negative as they are positive. At the same time, about two thirds of the coefficients for both $q_{t+1}$ and $q_{t-1}$ have the expected positive sign. This suggests that for the securities value model a relatively short lag may be most appropriate. In addition, the proportion of significant F statistics is somewhat higher for equation (10) than it was for equation (7). However, though not reported in Table 3, most of the individual coefficients that are significant according to a t test have a negative sign.

With generally higher $R^2$ values and positively-signed coefficient estimates, the overall performance of the accelerator model is also somewhat better than that of the neoclassical model. The coefficients for the current change in the capacity utilization rate do not have the expected signs, however, as all but six of twenty-five signs are negative. Inasmuch as the firm cannot adjust its capital stock at will, this result is, perhaps, to be expected. Nonetheless, it is difficult to reconcile with the finding that the coefficients for the current value of the neoclassical term, alone among the parameter estimates for equation (8), are almost always positive. Finally, application of either the F or t test indicates that, at five percent, only a small number of the coefficients for the accelerator model are statistically significant.

Turning to the question of how the independent variable in each model should be measured, we recall that the neoclassical model did not perform very well generally, with neither
historical cost nor replacement cost data indicating stronger results. Likewise, the performance of the securities value model does not appear to depend on how the independent variable is quantified. Though not reported in Table 5, a firm by firm comparison of both $R^2$ statistics and coefficient signs indicated very little variation between the two sets of data. What this suggests is that most of the periodic change in $q_{t-1}$ is accounted for by its market value component, which is common to both the historical cost and replacement cost estimates.

The presence of lagged variables in equations (7), (10), and (11) may be justified on the grounds that investment decisions take time to make and implement. An alternative, albeit complementary, view is that current and past values of the independent variables are being used to predict their future levels which, in turn, are the basis for investment.

Whereas $q_t$ in equation (10) is measured at the beginning of $t$, $n_{t-1}-n_{t-2}$ in equation (7) and $u_t-u_{t-1}$ in equation (11) only became known during $t$ and after the firm’s capital expenditure for the period had been established. Hence, we might expect $n_{t-1}-n_{t-2}$ and $u_t-u_{t-1}$ to be of little importance in determining $\kappa_t$.

Indeed, as we have already indicated, the coefficients for $u_t-u_{t-1}$ seldom had the expected positive sign. At the same time, the coefficients for $n_{t-1}-n_{t-2}$, alone among the parameter estimates for equation (7), were almost always correct. In addition, in terms of goodness of fit, the performance of equations (7) and (11) was not generally improved when current data were excluded from the distributed lags.

C. Comparison of the Long Survival Model with the Value Maximization Models

In measuring the performance of the long run survival model against those of the three
value maximization models, we first recall how the latter differ given the objective of our research. That is, because we are concerned with distinguishing the contribution of liquidity to explaining investment from that of profitability, we view the neoclassical, securities value and accelerator models as empirically useful interpretations of the neoclassical model. By choosing the distributed lag equation that provides the best explanation of the data for comparison with the long run survival model we give the profitability theory the most sympathetic interpretation possible.

As explained earlier, we use both performance measures that adjust and do not adjust for the number of degrees of freedom. The adjusted measure, the standard error of the regression, accommodates the fact that the survival model comprises three regressors, as opposed to four in each of the other equations. The unadjusted measure, $R^2$, is used because the use of the same distributed lag model for all estimates of equations (7), (10) and (11) may sometimes allow a longer lag than is actually needed.

The summarized $R^2$ coefficients suggest that overall the securities value model works best, followed by the survival, accelerator and neoclassical models. Though not presented here, firm by firm comparisons indicate the same ranking.

When the standard error statistic is used as the basis for comparison, not surprisingly the relative performance of equation (1) is enhanced. The summarized results for the survival model indicate a median standard error that in all cases is lower than those of the other models. At the same time, firm by firm comparisons, not presented here, suggest that the securities value model is the best performer as often as is the survival model.

These results must be interpreted with some caution however. The validity of comparisons
based on standard error or $R^2$ measures of performance depends on the serial independence of the error terms. An indication of whether the independence assumption is met can be obtained by examining Durbin-Watson test statistics. The results of this test, which are included in Table 2, offer little evidence suggesting that the error terms for the long run survival model are not, in general, randomly distributed. In contrast, the test statistics for the distributed lag models in Tables 3 through 5—and the accelerator model, in particular—frequently indicate the presence of serial correlation. This is in spite of the fact that for these models, the Durbin-Watson statistic is biased toward randomness because of the presence of $\kappa_{t-3}$ among the regressors.

Finally, the regression coefficients for each of the models have already been discussed in some detail. To reiterate briefly, we found that whereas the coefficients for the survival and accelerator models generally had the expected signs, those obtained for the neoclassical and securities value models were as often incorrect as they were correct. However, it was also suggested that the three distributed lag models should not be judged on the basis of individual coefficients. Because of the range of possible responses of investment to each determining variable, even one correctly signed and significant coefficient could be interpreted as evidence in support of a particular model. For this reason the F test is used to assess the coefficients' statistical significance.

The above notwithstanding, application of the F test still favours acceptance of the survival model over the three profitability-based models. Irrespective of how the independent variables are quantified, the number of significant F statistics for equation (1) is always higher than it is for either equation (7) or (11) and generally higher than it is for equation (10).
VI. Summary

The objective of the present study was to examine the role of liquidity variables in explaining the firm’s investment behaviour. For this purpose a model in which the firm’s goal is to maximize the probability of long run survival was compared with three interpretations of the value maximization theory, which focuses on profitability as the basis for investment. Wherever possible, the models were estimated using both historical cost and replacement cost accounting data to measure the independent variables, to obtain some evidence on how the relationships that govern firm behaviour should be quantified.

No single model can reasonably be expected to encompass all of the factors that might influence a firm’s investment decisions. Indeed, capturing such diversity may not be a particularly useful objective. The more important question is whether the model reflects a wide range of observed behaviour among nonfinancial firms.

The findings summarized in the preceding section suggest that the long run survival model is at least as compatible with firm behaviour as any of the leading profitability-based approaches. Indeed, the liquidity flow variable in the survival model appears to be the most effective measure considered.

At the same time, the results are, in some respects, disappointing. The explanatory power of the survival model, based on goodness of fit criteria, is respectable, but not compelling. In addition, the magnitudes and significance of the estimated coefficients often fail to confirm expectations. In the case of the liquidity stock term, this may be because of a tendency for the estimates of the desired debt-equity ratio to follow the actual ratio.

Finally, the results obtained using historical cost information differed in some respects
from those utilizing replacement cost measures. However, the study’s conclusions concerning the role of liquidity variables and the effectiveness of the survival model hold irrespective of which type of accounting data is utilized.
Endnotes

1. Liquidity variables are not precluded by the value maximization assumption; for example, the flow of retained earnings could influence investment by shifting an inelastic cost of funds schedule. However, most studies of investment either ignore possible frictions in the supply of funds or assume that they will be swamped by shifts in the rate of return schedule.

2. The difference reflects the assumption that an investor is normally a creditor on balance, while a firm is ordinarily a debtor. For both, risk increases with the ratio of assets to wealth or net worth.

3. Historically, common stock has seldom accounted for more than ten percent of the total value of new securities issued by U.S. nonfinancial corporations in a given year (Economic Report of the President, various years). But even this statistic overstates the importance of share capital in the present context as it includes stock sold in initial offerings and that issued in connection with corporate reorganizations, business combinations and stock option commitments.

4. αₐ will be less than zero if the firm is a net creditor; if so, 0 < α₃ < 1.

5. Alternatively, one might expect α₀=0 and αₐ = 1 because, with κₜ = ˜rₜ - eₜ, and the other two variables equal to zero, the existing allocation of wealth must be that which maximizes the probability of long run survival. However, this implies that κₜ tends to perpetuate a zero rate of growth in equity, notwithstanding the fact that the PLRS is very low when the mean rate of growth in equity is zero.

6. Recent comparative studies examining value maximization models include Chirinko (1993) and Bond and Meghir (1994).

7. Equation (3) is obtained from equation (2) as follows:

\[ K_{r+1} = (1-\lambda)K_r + \lambda K_r \]
\[ \quad \lambda K_r = \lambda (1-\lambda)K_{r-1} + \lambda^2 K_{r-2} \quad \text{and so on.} \]
\[ \text{Thus } K_{r+1} = (1-\lambda) \sum_{j=0}^{\infty} \lambda^j K_{r-j}, \]
\[ \text{which equals } \sum_{j=0}^{\infty} \mu_j K_{r-j} \text{ for } \mu_j = (1-\lambda)\lambda^j. \]

8. In order to obtain a model of the form represented by equation (6), Jorgenson and Siebert's approach would set A(L) equal to φ₀ + φ₁L + φ₂L² and B(L) equal to 1-φ₃L₃.

9. Hayashi (1982) has derived the conditions under which the two are equal.

10. The original data set used in this study was compiled for the period 1955-1981. It was subsequently updated with data for the years 1982-1994. However, in some instances the nature of a firm's business changed substantially or the firm was acquired by another firm. In these cases the period studied ended in the year preceding the year in which the change in business or acquisition occurred.
11. One of the difficulties in trying to obtain replacement cost estimates which are consistent with the disclosures mandated by the S.E.C. is that the latter are supposed to represent the current replacement costs of productive capacity. The effort involved in preparing this information is suggested by Bastable's (1977) survey on the cost of compliance. For the first year, ex post estimates (by the companies affected) varied from $5,000 to $800,000. In subsequent years, the cost was expected to fall to a range of between twenty and seventy percent of the initial cost.

12. Whereas the S.E.C. definition took into account technological change, inflation-adjusted measures only provide estimates of the reproduction cost of existing plant and equipment. Therefore, the choice of adjustment factors for this study was also influenced by the results of experimental efforts to reconcile the available replacement cost data with their historical cost counterparts. The specific factors are as follows: (i) Inventory and cost of sales: \(1 + .5(\text{INV}_{t+1}/\text{COS}_{t})(\text{P}_{Q,t+1}/\text{P}_{Q,t-1})\), where \(\text{INV}_{t+1}\) is historical cost inventory at the end of period \(t\); \(\text{COS}_{t}\), the cost of sales during \(t\); and \(\text{P}_{Q,t}\), the output price index at the end of \(t\); (ii) Fixed assets: \(1 + (\text{NFA}_{t+1}/\text{GFA}_{t+1})(\text{AD}_{t+1}/\text{DEPR}_{t}) + .35[(\pi_t - \pi_{t+1})/\pi_{t+1}]\), where \(\text{GFA}_{t+1}\) and \(\text{NFA}_{t+1}\) are, respectively, historical cost gross and net fixed assets at the end of period \(t\); \(\text{AD}_{t+1}\), accumulated depreciation during \(t\); and \(\pi_t\), the capital goods price index at the end of \(t\); and (iii) Depreciation: \(1 + (\text{AD}_{t+1}/\text{DEPR}_{t} - .5)(\pi_t - \pi_{t+1}/\pi_{t+1})\), where \(\text{AD}_{t+1}\), \(\text{DEPR}_{t}\), and \(\pi_t\) are as defined in (ii).

13. Stock variables such as the debt-equity ratio, in contrast, will be known or, at least, reasonable estimable at the beginning of \(t\).

14. Other approaches include Anderson (1964), who used a constant in his study of the aggregate investment behaviour of the manufacturing sector; Chamberlain (1990), who obtained for firms, time series estimates by regressing actual variables against instrumental variables; and Koutsoyiannis (1978), who, also studying individual firms, used the mean ratio for a sample of firms in the same industry.
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Table 1

**Detailed Measurement Rules**

\[ \kappa_t = \frac{I_t}{K_t} = \text{the rate of growth in real capital during period } t \]

\[ I_t = \text{net investment in capital during } t \]

\[ K_t = \text{net capital (permanent inventory plus net fixed assets) at the beginning of } t \]

\[ \bar{z}_t = \bar{x}_t - i_t[+\bar{\Delta}_t]^* = \text{the excess of the expected return on capital over the interest rate during } t \]

\[ \bar{x}_t = \frac{\bar{X}_t}{K_t} = \text{the expected return on capital during } t \]

\[ X_t = \text{earnings before interest, taxes and extraordinary items during } t \]

\[ i_t = \text{the nominal interest rate on debt at the beginning of period } t \]

\[ = \text{the yield on Moody's Aa-rated bonds} \]

\[ \bar{\Delta}_t = \frac{P_{Q,t}}{P_{Q,t-1}} - 1 = \text{the expected rate of inflation during } t \]

\[ P_{Q,t} = \text{the deflator for the gross domestic product of nonfinancial corporate business for } t \]

\[ u_t = \text{the average rate of industry capacity utilization during } t \]

\[ q_t = (B_{t}^{*m} + S_t)/K_t = \text{the ratio of the market value of capital to its cost at the beginning of } t \]

\[ B_{t}^{*m} = \text{the estimated market value of debt at the beginning of } t^{**} \]

\[ S_t = \text{the market value of equity at the beginning of } t \]

\[ n_t = (Q_t/h_t)/K_t = \text{the ratio of the value of output to the cost of capital services during } t, \]

\[ \text{deflated by actual capital at the beginning of the period} \]

\[ Q_t = \text{the value of output (sales plus the change in inventory) during } t \]
\begin{align*}
  h_t &= n_t(1 - \tau_i \omega_t) \delta_t + \rho_t / (1 - \tau_i) \\
  &= \text{the implicit rental cost of capital services during } t
\end{align*}

\begin{align*}
  \pi_t &= \text{the implicit price deflator for gross private nonresidential fixed investment}
\end{align*}

\begin{align*}
  \delta_t &= \text{Dp}_t / K_t = \text{the capital depreciation rate during } t
\end{align*}

\begin{align*}
  \text{Dp}_t &= \text{depreciation during } t
\end{align*}

\begin{align*}
  \omega_t &= \text{TD}_t / \text{Dp}_t = \text{the fraction of capital depreciation deducted for tax purposes during } t
\end{align*}

\begin{align*}
  \text{TD}_t &= \text{accelerated depreciation taken during } t
\end{align*}

\begin{align*}
  \tau_t &= \text{CTL}_t / \text{PBT}_t = \text{the current tax rate for } t
\end{align*}

\begin{align*}
  \text{CTL}_t &= \text{the current tax liability for } t
\end{align*}

\begin{align*}
  \text{PBT}_t &= \text{profits before taxes and extraordinary items during } t
\end{align*}

\begin{align*}
  \rho_t &= i_t((1 - \tau_i)[-\Delta_t]^{*} \left( \text{B}_t^{\text{m}} / (\text{B}_t^{\text{m}} + \text{S}_t) \right) + (\text{D}_t / \text{S}_t + (\overline{r}_t - \rho_t))(\text{S}_t / (\text{B}_t^{\text{m}} + \text{S}_t)) \\
  &= \text{the cost of capital during } t
\end{align*}

\begin{align*}
  \text{D}_t &= \text{dividends paid during } t
\end{align*}

\begin{align*}
  \overline{r}_t &= (1 - \tau_i)(\overline{x}_t + (\overline{x}_t - i_t) \text{B}_t / \text{E}_t) + \overline{D}_t(\text{B} / \text{E}_t)^{*} \\
  &= \text{the expected rate of return on equity during } t
\end{align*}

\begin{align*}
  \text{d}_t &= \text{D}_t / \text{E}_t = \text{the dividend rate during } t
\end{align*}

\begin{align*}
  \text{B}_t &= \text{the book value of debt at the beginning of } t
\end{align*}

\begin{align*}
  \text{E}_t &= \text{the book value of equity at the beginning of } t
\end{align*}

\begin{align*}
  \Delta_t(\text{B}_t / \text{E}_t) &= \text{the Modigliani-Cohn (1979) inflation adjustment, to recognize that the firm can}
  \text{borrow } \Delta_t(\text{B}_t / \text{E}_t) \text{ times its total capital and pay the proceeds in dividends without}
  \text{increasing its debt-equity ratio}
\end{align*}
* the terms in square brackets represent adjustments made to flow variables when replacement cost balance sheet data were used to estimate the models.

** Noninterest-bearing liabilities were measured at book value; the market values of interest-bearing liabilities not publicly traded were estimated by adjusting book values using Taggart’s (1977) algorithm, according to which debt is treated as a perpetuity and interest expense is capitalized at the market rate of interest.
Table 2

\[ \kappa_t + \alpha_0 + \alpha_1(r_t - c_t) + \alpha_2(z_t - z_{t-1}) + \alpha_3(a_t - a_t^*) \]

<table>
<thead>
<tr>
<th></th>
<th>Historical cost, current values of flow variables</th>
<th>Historical cost, lagged values of flow variables</th>
<th>Replacement cost, current values of flow variables</th>
<th>Replacement cost, lagged values of flow variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. Firms</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>( \alpha_0 &gt; 0 )</td>
<td>19</td>
<td>18</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>0 &lt; ( \alpha_1 &lt; 1 )</td>
<td>23</td>
<td>23</td>
<td>22</td>
<td>22</td>
</tr>
<tr>
<td>( \alpha_2 &gt; 0 )</td>
<td>2</td>
<td>16</td>
<td>6</td>
<td>17</td>
</tr>
<tr>
<td>( \alpha_3 &gt; 0 )</td>
<td>10</td>
<td>16</td>
<td>12</td>
<td>15</td>
</tr>
<tr>
<td>( \alpha_0 &gt; 0 ) t &gt; t_{.95}</td>
<td>6</td>
<td>6</td>
<td>16</td>
<td>17</td>
</tr>
<tr>
<td>0 &lt; ( \alpha_1 &lt; 1 ) t &gt; t_{.95}</td>
<td>12</td>
<td>9</td>
<td>14</td>
<td>10</td>
</tr>
<tr>
<td>( \alpha_2 &gt; 0 ) t &gt; t_{.95}</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( \alpha_3 &gt; 0 ) t &gt; t_{.95}</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Median ( R^2 )</td>
<td>.216</td>
<td>0.250</td>
<td>0.330</td>
<td>0.255</td>
</tr>
<tr>
<td>Median SER</td>
<td>0.0422</td>
<td>0.0431</td>
<td>0.0413</td>
<td>0.0450</td>
</tr>
<tr>
<td>( F &gt; F_{.95} )</td>
<td>10</td>
<td>8</td>
<td>11</td>
<td>6</td>
</tr>
<tr>
<td>D-W_{.95}</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>
\[ \kappa_t = \beta + \sum_{\tau=0}^{2} \alpha_\tau \gamma (n_{t-\tau} - n_{t-\tau-1}) + \alpha_3 \kappa_{t-3} \]

<table>
<thead>
<tr>
<th></th>
<th>Historical cost, current values of flow variables</th>
<th>Historical cost, lagged values of flow variables</th>
<th>Replacement cost, current values of flow variables</th>
<th>Replacement cost, lagged values of flow variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. Firms</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>( \alpha_1 &gt; 0 )</td>
<td>21</td>
<td>11</td>
<td>20</td>
<td>12</td>
</tr>
<tr>
<td>( \alpha_2 &gt; 0 )</td>
<td>11</td>
<td>9</td>
<td>14</td>
<td>9</td>
</tr>
<tr>
<td>( \alpha_3 &gt; 0 )</td>
<td>11</td>
<td>3</td>
<td>11</td>
<td>7</td>
</tr>
<tr>
<td>( \alpha_4 &gt; 0 )</td>
<td>9</td>
<td>12</td>
<td>9</td>
<td>11</td>
</tr>
<tr>
<td>( \alpha_1 &gt; 0 )</td>
<td>2</td>
<td>0</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>( t &gt; t_{95} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \alpha_2 &gt; 0 )</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>( t &gt; t_{95} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \alpha_3 &gt; 0 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( t &gt; t_{95} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \alpha_4 &gt; 0 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( t &gt; t_{95} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median ( R^2 )</td>
<td>0.194</td>
<td>0.208</td>
<td>0.128</td>
<td>0.147</td>
</tr>
<tr>
<td>Median SER</td>
<td>0.0524</td>
<td>0.0475</td>
<td>0.0541</td>
<td>0.0531</td>
</tr>
<tr>
<td>( F &gt; F_{.95} )</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>( D-W_{.95} )</td>
<td>4</td>
<td>6</td>
<td>5</td>
<td>7</td>
</tr>
</tbody>
</table>
\[
\kappa = \beta + \sum_{t=0}^{2} \alpha_t \gamma (q_{t-\tau} - q_{t-\tau-1}) + \alpha_3 \kappa_{t-3}
\]

<table>
<thead>
<tr>
<th></th>
<th>Historical Cost</th>
<th>Replacement cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. Firms</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>(\alpha_1 &gt; 0)</td>
<td>17</td>
<td>16</td>
</tr>
<tr>
<td>(\alpha_2 &gt; 0)</td>
<td>15</td>
<td>16</td>
</tr>
<tr>
<td>(\alpha_3 &gt; 0)</td>
<td>10</td>
<td>8</td>
</tr>
<tr>
<td>(\alpha_4 &gt; 0)</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>(\alpha_1 &gt; 0)(t &gt; t_{.95})</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>(\alpha_2 &gt; 0)(t &gt; t_{.95})</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>(\alpha_3 &gt; 0)(t &gt; t_{.95})</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(\alpha_4 &gt; 0)(t &gt; t_{.95})</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Median R²</td>
<td>0.255</td>
<td>0.288</td>
</tr>
<tr>
<td>Median SER</td>
<td>0.0479</td>
<td>0.0449</td>
</tr>
<tr>
<td>(F &gt; F_{.95})</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>(D-W_{.95})</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>
\[ \kappa = \beta + \sum_{\tau=0}^{2} \alpha_{\tau} \gamma (u_{t-\tau} - u_{t-\tau-1}) + \alpha_3 K_{t-3} \]

<table>
<thead>
<tr>
<th>Current values of flow variables</th>
<th>Lagged values of flow variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. Firms</td>
<td>25</td>
</tr>
<tr>
<td>( \alpha_1 &gt; 0 )</td>
<td>6</td>
</tr>
<tr>
<td>( \alpha_2 &gt; 0 )</td>
<td>16</td>
</tr>
<tr>
<td>( \alpha_3 &gt; 0 )</td>
<td>16</td>
</tr>
<tr>
<td>( \alpha_4 &gt; 0 )</td>
<td>10</td>
</tr>
<tr>
<td>( \alpha_1 &gt; 0 ) ( t &gt; t_{95} )</td>
<td>0</td>
</tr>
<tr>
<td>( \alpha_2 &gt; 0 ) ( t &gt; t_{95} )</td>
<td>3</td>
</tr>
<tr>
<td>( \alpha_3 &gt; 0 ) ( t &gt; t_{95} )</td>
<td>1</td>
</tr>
<tr>
<td>( \alpha_4 &gt; 0 ) ( t &gt; t_{95} )</td>
<td>0</td>
</tr>
<tr>
<td>Median ( R^2 )</td>
<td>0.252</td>
</tr>
<tr>
<td>Median SER</td>
<td>0.0541</td>
</tr>
<tr>
<td>( F &gt; F_{.95} )</td>
<td>2</td>
</tr>
<tr>
<td>( D-W_{.95} )</td>
<td>9</td>
</tr>
</tbody>
</table>