

       SPSS Crib Sheet: PSY 450


Entering new data:

1.
When you first enter PASW 18 (most still call it SPSS), it will give you options.

Choose Type in data

Click OK
2.
A grid box will appear with nothing entered.

3.
You now need to define your variables.

4.
At the bottom left corner there are 2 tabs: Data View and Variable View

Click on Variable View

5.
You will now see columns showing: Name, Type, Width, Decimals etc.

6.
Click on the first box under name and enter the name of your variable and hit ENTER
7.
The defaults will be:



Type: numeric (you can change to string by clicking on that cell)


Width: 8 (you can enter a numbers up to 8 digits long for that variable)


Decimals: 2 (this will show 2 decimal places as part of your 8 digit width)

8.
Repeat this step for all variables.

9.
When finished, click on Data View in the bottom left corner.

To compute a new variable:

TRANSFORM (from the top menu bar)

COMPUTE (from the TRANSFORM options)

1.
Give your new variable a name under:  TARGET VARIABLE
2.
Now define what your new variable will be under: NUMERIC EXPRESSION


e.g. it can be an expression of existing variables




hassles + stress – condition



e.g. or it can be a new calculation




10 * 45 + 2



e.g. or a combination of the two




hassles + 10 * (stress –condition)

3.
Click on OK

Frequencies:

ANALYZE  (from the top menu bar)

DESCRIPTIVE STATISTICS (from the ANALYZE options)
FREQUENCIES (from the DESCRIPTIVE STATISTICS options)
This allows you to produce frequency tables for any variable you choose

1.
Click on the variable of interest from the left column

2.
Click the arrow in between the 2 boxes to move the variable name to the right hand box

3.
If you want to show descriptive statistics (Means, SD, Range etc.), click the STATISTICS box on the bottom

4.
If you want to generate charts of the variables, click the CHARTS box on the bottom

5.
Click OK.

Descriptive Statistics:

ANALYZE  (from the top menu bar)

DESCRIPTIVE STATISTICS (from the ANALYZE options)
DESCRIPTIVES (from the DESCRIPTIVE STATISTICS options)
This allows you to generate a variety of descriptive statistics for your variables.

1.
Click on the variable of interest from the left column

2.
Click the arrow in between the 2 boxes to move the variable name to the right hand box

3.
Click on the OPTIONS box to indicate which descriptive statistics you want

Independent t-Test

ANALYZE (from the top menu bar)
COMPARE MEANS (from the ANALYZE options)
INDEPENDENT t-TEST (from the COMPARE MEANS options)
This compares the means of 2 between groups levels of your IV.

If the difference is greater than the critical value, your t-Test will be significant. 

1.
From the left hand column, choose your IV and click on the arrow beside GROUPING 

VARIABLE  box



You must then define your 2 groups


e.g. 1 and 2   or 0 and 1  or 0 and 2  (this depends on how you’ve defined your 


groups in your data

2.
From the left hand column, choose your DV and click the arrow beside the TEST VARIABLES box



You can select more than one DV and SPSS will generate a t-Test for each of the 

DV using the IV you selected in step 1

3.
Click OK
One Way ANOVA

ANALYZE (from the top menu bar)
COMPARE MEANS (from the ANALYZE options)
ONE WAY ANOVA (from the COMPARE MEANS options)
This test will allow you to compare means from more than one groups of a between groups design.

If the difference between the means is greater than the critical value, your F statistic will be 

significant.

1.
From the left hand column, choose your IV and click on the arrow beside FACTOR box

2.
From the left hand column, choose your DV and click the arrow beside the DEPENDENT box

You can select more than one DV and SPSS will generate an ANOVA for each of the DV using the IV you selected in step 1

3.
Because there are more than 2 levels or groups in your IV, you need to run Post Hoc tests to see which of the groups are different.  Click on the POST HOC box from the bottom.

Choose your Post Hoc test—the test we used in class was a Tukey test because it is moderate in its level of conservativism

4.
To display the means for each level of your IV, click on the OPTIONS box at the bottom

Then click the descriptives option

You can also click on plot means to show a graph of your means across the levels of your IV

5.
Click OK

General Linear Model—Univariate BG Design

ANALYZE (from the top menu bar)
GENERAL LINEAR MODEL (from the ANALYZE options)
UNIVARIATE (from the General Linear Model options)
Overall the General Linear Model will allow you to examine an linear model (thus “general”), from BG to WG to Multivariate.  The Univariate option can be used to examine a Multifactor experiment.

You can specify which aspects of the model you want to examine, up to a full factorial design.  For a Multifactor experiment it will allow you to examine main effects and interaction effects.

1.
From the left hand column, choose your DV and click on the arrow beside DEPENDENT 

VARIABLE box

2.
From the left hand column, choose your IV and click the arrow beside the FIXED FACTOR box.  For a Multifactor experiment you would choose more than one IV. 

3.
In the MODEL box, you can specify how you want the model analyzed.  Full factorial means every level of every IV will be examined in interaction.  

If you decide that some interactions are not of interest, you can choose a custom design and specify only those IV that you want to interact.  

4.
For any IV with more than 2 levels you can choose POST HOCs.  This will look at the differences between the individual levels of Main Effect only (i.e. the IV you choose).  A Tukey is a typical Post Hoc test.

Note: The GLM will not examine Post Hocs for interactions.  Choose Post Hocs for your Main Effects in case the interaction is not significant.  If the interaction is significant, you must calculate your Post Hoc Test manually. 

5.
In the OPTIONS box, first choose the effects that you want to see Estimated Marginal Means for (located in the big box at the top).  Do so by clicking on the Factor or Factor Interactions of interest and clicking on the arrow.  Normally we want to see the Estimated Marginal Means for everything in the design (so click on all the items and then click the arrow).


Then choose the descriptives box (this will give you means, SD only so if you want minimum, maximum, range etc. you need to use the DESCRIPTIVES function mentioned above) at the bottom.


Also choose the homogeneity test box (this will show you if the DV is the same for the IV – it tests the Null Hypothesis that they are not homogenous.  If the Levene Test is significant that means the DV is unique for each IV and indicating that the IV are unique constructs and not really the same thing with a different name).

6.
Click OK.

Correlations
ANALYZE (from the top menu bar)
CORRELATE (from the ANALYZE options)
BIVARIATE (from the CORRELATE Model options)
This shows the strength and direction of relationship between any 2 variables that you choose.  You can choose any number of variables and this procedure will tell how strongly they are related and whether the relationship is positive or negative.

1.
From the left hand column, choose your variables you want to check the relationship for.  Then click on the arrow.  You can choose any number of variables (but usually the IV and DV of interest).

2.
Choose if you want Pearson (for interval or ration parametric test) or a Spearman (nominal or ordinal nonparametric test). 

3.
Also choose if you want one or two tailed test (use one tailed only if you know there is a relationship and also the direction of the relationship – gives a more powerful design when you do). 

4.
Click OK.

Regression & Multiple Regression
ANALYZE (from the top menu bar)
REGRESSION (from the ANALYZE options)
LINEAR (from the REGRESSION options)
This will allow us to predict scores on our DV from a given IV score.  Its done only when you know the relationship between the IV and DV (using Pearson correlations) is significant.  It allows you to predict relationships among variables outside of the strict “experimental” designs.

1.
From the left hand column, choose your DV and click on the arrow beside DEPENDENT 

box.

2.
From the left hand column, choose your IV and click the arrow beside the INDEPENDENT box.  You can choose more than one IV.  If you choose more than one, it becomes a Multiple Regression. 


For Multiple Regression, you should click on the most important factor (according to your background research) first, then the next and so on.  This is used for the ENTER method (below the INDEPENDENT box).


If you don’t know which is more important, click the METHOD box below and change it to STEPWISE method.

3.
  Click OK.
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